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Plan for today

Files, folders, and projects

Regression, p-values, and null worlds

R lab! with {ggplot2} and {dplyr}
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Files, folders,
and projects
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Why so much content
these first two weeks?
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How much should I be reading?
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File paths, working directories,
and RStudio projects
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.zip files
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The hyperliterality of computers
Warnings and messages
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Quarto tips
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Regression stuff
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From slides
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https://evalsp25.classes.andrewheiss.com/slides/02-slides.html#39
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Regression equations
And is the intercept ever useful,
or should we always ignore it?
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Why use two steps to create a regression in R?
(i.e. assigning it to an object with <-?)

Why use tidy()
from the broom package?
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How was the 0.05 significance
threshold determined?

Could we say something is significant
if p > 0.05, but just note that it is at

a higher p-value?
Or does it have to fall under 0.05?
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Why all this convoluted
logic of null worlds?
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Do we care about the actual coefficients
or just whether or not they're significant?

How does significance relate to causation?

If we can't use statistics to assert causation
how are we going to use this information

in program evaluation?
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What counts as a "good" R²?

20 / 25



21 / 25



22 / 25



23 / 25



24 / 25



R lab!
{ggplot2} and {dplyr}
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